#3079                       Large Scale Processor Reference (LSPR) and its implications     


Large mainframe processors are traditionally rated in MIPs; however, a different frame of reference for processor speed has existed for many years. Large-scale processor references, or LSPRs, are a series of different processor ratings based on benchmarks derived from various workload types. Individual workloads can be assigned their own ratings in the same study. Performance and capacity studies will show results that vary from those that may use a single MIPs rating as a base factor.
NOTE TO REVIEWERS = there are some annotations and subscripts in this paper.   To meet the deadline, the paper had to be rewritten – quickly – because the entire terminology and nomenclature changed in the weeks leading up to the paper submission deadline.   The author will use the rest of the summer to properly affix references to statements.     Also,  a more extensive study of 2084 processors will be included,  which will certainly expand the paper’s content.   It will be modified,  but this is “nearly complete”

What is LSPR?

Large Scale Processor Reference, or LSPR,  is an oft-forgotten concept within the world of mainframe computing,  but it continues to retain a  practical application in the year 2003.     Applying the concept of LSPR enables one to analyze the system capacity and speed on the basis of workload sensitive benchmarks.   IBM1 defines LSPR as follows:  “LSPR benchmarks are laboratory controlled tests of representative workload environments,  objectively measured and analyzed.  IBM views LSPR data as providing accuracy approaching that of a customized benchmark.”2  

In the typical drive for quick answers,  many capacity planners have come to rely strictly on MIPs (Millions of Instructions Processed per second) ratings to evaluate capacity or when dealing with system upgrades or downgrades. 

And why not?   A MIPs rating is a single frame of reference, it’s understandable, and, it is usually validated with one or more all–purpose benchmarks.   On the other hand, there are other considerations that could persuade one from using a single speed reference for a machine.    Some workloads involving of single-dispatching processing, such as CICS,  may perform better on systems with a lower MIPs rating but more engines than a similarly, or higher MIPs rated machine with fewer engines.   On the other hand, a batch workload, and especially a scientific batch workload may actually perform more efficiently on a system that has fewer engines,  even with a lower MIPs rating.

Applying LSPR methodology to modeling enables use of different benchmarks on different workloads with the same processor, and demonstrates that throughput rates will likely be considerably different for different types of work.   The end result is greater precision in capacity estimates and performance projections.

Expression of LSPR

LSPR ratings are not expressed in MIPs but with an internal throughput rating, or ITR.     The ITR is computed with the following equation = 

ITR = Units of Work/Processor Busy Time

ITR is always expressed as a ratio relative to a base processor.  Different ITRs are listed for different LSPR groups,  and these ITR ratings are determined in a series of benchmarks.    

At the present time (July 2003), all LSPR groups for z/OS are assigned an ITR rate of 1.0 on a 2084-301 processor.  This is a single-engine machine from a recent generation of processors.  As the machine model changes, so does the LSPR ITR for different groups.     ITRs for different groups will vary away from the straight 1.0 rating and do not follow a linear identical pattern.

LSPR group ITRs are also available for VSE and VM machines.  There are also different LSPR ratings for Amdahl processors.     These are beyond the scope of this paper, but it is worth noting that Amdahl offers a range rather than a fixed throughput rating for a machine and type of work. 

Benchmarks and LSPR group ratings – a brief overview

At present, IBM uses eleven different LSPR groups for z/OS throughput analysis.  Each group has its own benchmark workload that is used to determine the internal throughput ratio for the type of work under analysis.   Some of the benchmarks are older and seem to represent processing patterns of the past, but they are still included for reference purposes.   Newer LSPR groups represent larger, contemporary workload groups found in most large mainframe enterprises and web-based applications.

CB-S (formerly CB84) is LSPR group Commercial Batch Job - Short Steps.   Its benchmark represents a moderate commercial batch jobstream of 130 jobs with 610 job steps.   It is a series of compiles, link-edits, assemblies, and sorts.  It incorporates various access methods, including QSAM and VSAM. 

However, it includes no DB2 or CICS.  It is designed to measure a system that is driven close to 100 percent utilization by the CB-S workload. 

Some might believe that such a benchmark has no practical application at the current time.  Before discounting CB-S, however, capacity planners should note that many environments have one or more logical systems dedicated to development and testing where workload mixes similar to the CB-S benchmark still exist.  And it is certainly true that a minority of enterprises may still operate a total environment that would resemble a CB-S environment.

FPC1 is an LSPR group designed to emulate engineering and scientific batch workload processing.  The benchmark used consists of a number of FORTRAN and NASTRAN based tasks.  It is, like CB-S, executed on a system driven to a steady state and close to 100 percent utilization,

The FPC1 LSPR group and its benchmark remain important today.  Many long-cycle processing scientific applications remained on mainframes as the machines of non-mainframe platforms could not perform calculations at the same rates of the legacy processors.

FPC1 was, at one time,  a group that always exhibited the greatest throughput of any LSPR group.   In reviewing various machine ITRs as listed by IBM prior to May, 2003, some processors exhibited better throughput with CB-L (large commercial batch) than with FPC1.

Another note is that extended mnemonic vector processing was not included in the FPC1 benchmark.   Some may retort that vector processing is a part of many scientific enterprises’ environment.  However, since this is a rating system for standard processors,  it stands to reason that add-on vector boxes were not included in the development and execution of the benchmark for the FPC1 LSPR group.    

TSO is yet another LSPR group.  It includes a great deal of TSO functions, including GDDM (Graphics work) and interactive compiles.  Unlike some other LSPR group benchmarks, TSO group benchmarks were designed to drive the system to a 70 percent and a 90 percent busy level.  While z/900 processors can optionally be run or not run in 64-bit mode and subsequently eliminating auxiliary storage, the TSO Group benchmark was performed on these machines with the 64-bit option active.  Since no expanded storage mechanism exists in 64-bit processing, the TSO group will show considerable measurement pattern changes from previous machines.

The OLTP-T (formerly IMS) LSPR group benchmark includes various IMS workloads and transaction types.  As is the case with the TSO group LSPR, it does not run at 100 percent but uses a 70/90 combination.  Measurements are taken after IMS systems are up and running, and no BMPs are included in the benchmarks.   Some sites run small IMS workloads and therefore, the IMS LSPR group ITR may be applicable to some environments.

CICS is another small, older LSPR group.   Its benchmark represents an online workload that was designed to run under OS/390 version 1 release 1.   It contains light to moderate length transactions.  Some run above and others run below the 16Mb storage line.  Multiple Region Operation (MRO) is also active.  Since VSAM is the platform for databases in the benchmark for this group,  The 70/90 rule used for the groups earlier described is also employed here.   It was applicable to OS/390, Version 2 Release 10 only, according to recently updated documentation. 

The DB2 group represents light to moderate DB2 activity.  It consists of two applications running seven different transactions.   This is a relatively light duty benchmark.  IBM advises that the DB2 group benchmark is extremely sensitive to differences in processors.   This is not surprising,  as these LSPR groups can result in wide variances in throughput measurements.  Recently updated documentation indicates that this workload was applicable for OS/390 Version 1 Release 1 only.

CICS/DB2 and CB-L groups are two newer groups that are applicable to large scale operations.

The CICS/DB2 LSPR group is based on a transaction monitor system.   The benchmark consists of CICS and DB2 based transactions,  and there are links between the two.  The benchmark also is designed to have read/write ratios in the range of 4:1 to 6:1, and this probably represents a realistic situation found in many large enterprises today.   There is a low lock mechanism in place, which also would represent a good, well tuned real life situation.   MRO is used for CICS, and simulation mechanisms are performed to create online activity.

Dynamic Workload Gathering and function shipping are not performed.   This is a much more complex benchmark and probably is more realistic for general mainframe operations found in 2003 if compared to the older CICS and DB2 groups.

The CB-L group, formerly known as the CBW2 or Commercial Batch Workload 2 group, is a newer LSPR group containing a more extensive batch-related benchmark.  It consists of 32 jobs with 157 job steps.  Approximately 50 percent of the benchmark workload is DB2 processing functions.  GDDM, VSAM, OPC/A, and SQL processing are all represented.  Along with the CICS/DB2 LSPR group, this newer benchmark better represents many of today’s larger commercial batch environments than the older CB-S batch group. 

The mainframe platform is now being used to support Web-based applications.  Because of this functionality, two more LSPR groups were recently added to the list.   OLTP-W is the group Web-Enabled On-Line Workload.   Basically,  this is a newer group that uses J2EE as a front-end interface to the CICS/DB2 group above.  It takes advantage of CICS Transaction Gateway external call interface and J2EE Common Client Interface.     It incorporates CICS and DB2 components.

The WASDB group was designed to measure ITRs with WebSphere applications using a DB2 database under z/OS.   The workloads are Java-driven and designed to reflect a complex online financial application. 

The last one we mention is the Mixed LSPR group.  Mixed consists of an equal mix of OLTP-T, OLTP-W,  WASDB, CB-S, and CB-L.

Where do we go from here?

In modeling,  some products suggest translating different ITRs to different MIPs ratings, and perform analytical modeling or capacity planning accordingly.   That is to say: 

- match your workload(s) to the appropriate LSPR group

- apply the appropriate ITR rating 

- using the base machine (2084-301) MIPs rating,  compute the theoretical MIPs rating for the LSPR group and machine based on one or more standard MIPs ratings tables.

To start,  one would use the 449.7 MIPs rating found in the 2084-301.   This rating is IBM’s own estimate.   All internal throughput rates listed by IBM are using this machine as the base = 1.0 for all LSPR groups.

Choose the target machine.   In this instance,  we can select the 2064-106,  which is a 6-way processor from the z/900 1xx series.     Its rating from IBM is 1167 MIPs.

The internal throughput rates, and resulting MIPs calculations for the 2064-106 are:

CB-L =       2.85,  or 1279 MIPs

CB-S =       2.24,   or 1007 MIPs

WASDB = 2.63,    or 1183 MIPs

OLTP-W = 2.58,  or 1160 MIPs

OLTP=T = 2.57, or 1156 MIPs

Mixed = 2.56, or 1151 MIPs.

Using these calculations,  there is a delta of approximately 20 percent between the best (CB-L) and worst (CB-S),  and smaller but still significant deltas can be calculated when comparing the Web and online application LSPR groups.    There is an approximate 10 percent delta between CB-L and the other three groups.

Upgrading that system to a 2064-116, a 16-way processor, rated at 2570 MIPs,  we see:

CB-L =  7.28,  or 3274 MIPs

CB-S = 4.93, or 2217 MIPs

WASDB=  6.90, or  3090 MIPs

OLTP-W = 6.44, or 2884 MIPs

OLTP-T = 5.96, or 2669 MIPs

Mixed = 6.19,  or 2772 MIPs.

We can see the deltas widening as the numbers of processors are increased.    CB-S is estimated at 14 percent below the IBM single rating,  while CB-L is rated as 27 percent above it.   There is nearly a 50 percent delta between CB-L and CB-S.

Are the differences any greater in the z/900 2xx series?    In a first pass,  and studying a six engine 2064-2C6,  a 1534 MIPs machine,    we observe:

CB-L = 3.65, or 1635 MIPs

CB-S = 2.95, or 1327 MIPs

WASDB = 3.41, or 1527 MIPs

OLTP-W = 3.41, or 1527 MIPs

OLTP-T = 3.36, or 1510 MIPs

Mixed = 3.34, or 1502 MIPs.

But in selecting a 2064-216,  a 16-way processor rated at 3044 MIPs,  the throughput rates and MIPs for each LSPR groups read:

CB-L = 8.73,  or 3925 MIPs

CB-S = 5.90 , or 2653 MIPs

WASDB = 8.26,  or  3714 MIPs

OLTP-W = 7.68, or 3454 MIPs

OLTP-T = 6.86 or 3085 MIPs.

Again,  as the engines are increased,  the deltas expand.

To represent a processor from the z/990 Series, let’s go to a 2084-311.     IBM rates this at 3770 MIPs. The internal throughput and MIPs calculations work out to be:

CB-L =       9.63,  or 4330 MIPs

CB-S =       7.28   or 3274 MIPs

WASDB = 9.27    or 4169 MIPs

OLTP-W = 8.85  or 3980 MIPs

OLTP=T = 8.42 or 3786 MIPs.

Mixed =  8.61 or 3872 MIPs

The gap between CB-S and CB-L widens,  while there is still an approximate 10 percent delta between CB-L and the other groups.

Prior to the latest releases,  the differences were far more radical between LSPR groups on OS/390 systems,  particularly in projections on the 9672 series machines.     In those processors ,  a 2064-1C1 was used as the base machine,  and wide swings between different groups,   particularly the CB-S and CB-L processing,  were calculated.   Furthermore,  CB-L LSPR group processing exhibited swings of close to 50 percent.

For instance,  a 9672-RX3,  which was rated at 168 MIPs by the Gartner Group,   showed a monstrous gap of 102 MIPs between CB-S at 160 MIPs and FPC1 at 262 MIPs when the 2064-1C1 base and internal throughput rates from the IBM LSPR listings at the time were used.     The differences in the z/800, z/900. and z/990 processor LSPR groups are not as wide as they were in previous generations of IBM processors,  but they do exist.

What is important is that performance ratings vary from workload to workload,  and they can be quantified and measured by the type of work that is being performed.  Variances between different LSPR workloads and different machines can be measured..   This is nothing new,  as we have known for years that different workload types can result in different mnemonic sets being executed.

Performance Reporting Considerations

With faster, and often unanticipated improved throughput on the CPU component of each workload,  queuing for the CPU and other elements of a z/OS system is reduced, and so calculated projections of future performance results often end up being a bit more pessimistic that what is actually delivered.   Critical workloads belonging to “loved ones”,  particularly OLTP transaction work,  often will deliver more optimistic results with LSPR group assignments than 

Observations  

Your author has noted that in performing analytic modeling of a CPU upgrade,  some exercises involving a single MIPs base rating resulted in model saturation and failure.  Preliminary estimates stated that   However,  using LSPR group ratings and appropriately applying them to workloads resulted in valid model assessment and more accurate results.  

One analytic model of a z/OS system with a combination of heavy batch and CICS processing delivered more accurate results,  which were verified against actual performance measurements,   in using the LSPR methodology (which was the inspiration for this paper). 

In realistic terms,  CB-L  - or large batch,  offers the greatest throughput in the newer processors.   We have seen through our cursory observations that wide swings in measured throughput are possible,  but the degree of variance is dependent on the processor.    The greater the number of engines,  the greater the degree of variation found. 

While it was not covered extensively within this paper, older processors, such as the various generations of 9672 processors, experienced a higher degree of variance between workloads and many workloads were also determined to perform at a higher speed and throughput than originally anticipated.   Furthermore, today’s processors have shown relative improvement in processing OLTP-related workloads.   The throughput gaps between OLTP and batch processing are narrowing.


Caveats

The benchmarks included in the LSPR Group ratings generally run on systems without any,  or with minimal I/O constraints.    Users should know that IBM’s benchmarks, or anyone else’s,  for that matter, may not approach your workloads for consistency and composition.    Users should carefully study the LSPR groups,  ratings, and benchmark standards and compare them against their own workloads prior to using them in capacity studies.   Users’ workloads may be running under different conditions form an initial benchmark at different times of the day.

As with any capacity study, users should perform calculations with several different possibilities for input and results.   Several scenarios of evaluation should be used and results compared for consistency.   

Finally, any capacity planner should allow him/herself a reasonable and realistic confidence range in reporting projections and anticipated performance results.    Use of LSPR groups should facilitate this.

Recommended reading and references:  

“Why Your CPU Capacity May Not Match Your Vendor’s Estimate” – Cheryl Watson, CMG proceedings, and papers published by Watson & Walker, Inc.

“Harmonic Mean Analyses of CPU Speeds”,  Dr. Sudhir Nath,  CMG Proceedings,  2000 (an excellent method of calculating CPU speeds incorporating techniques similar to those found in LSPR descriptions)

The IBM website on LSPR, which includes ratings for processors :  

http://www-1.ibm.com/servers/eserver/zseries/lspr/
“Effects of IP Speed on Workload Throughput and Parallel Sysplex Performance”,  Christine Tsan,  CMG Proceedings, 1997.

“Large Systems Performance Reference”,  IBM Publication SC28-1187-08

